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5*Preference  setiantics   [PS]  is  a set of formal procedures for representing the 
meaning structure of natural langujge, with a view to embodying that structure 
within a system that can be said to understand,  rather than within what 1 
w©ui* e«i4 the "derivational paradigm", of transfomational grammar  [TG]  and 
generative semantics   [GG], which seeks to determine the well-formedness,  or 
otherwise,  of senoences.    I outline a system of pre fence semantics th^t does 
t^isi    for each phrase or ciause of a complex sentence,  the system builds up 
a network of lexical trees with the aid of structured icems called templates and, 
at the next level,  it structures those networks with higher level items called 
paraplatfcs end common-sense inference vules.    Ät f.ach stage the system directs 
itself towards the correct netvrork by always optl-'g for the most "semantically 
dense" one it can construct.    I suggest that this opting for the "grectest 
semantic density" can be seen as an interpretation of Joos'   "Semaatic Axiom 
Number 1".    I argue that the analysis of quite simple '.xaaples requires the use 
of inductive rules of inference which cannot,  theoretically cannot,  be accouio- 
dated vithin the derivational n&radigm. ^VL .contrast tuis derivational paradigm 
of language proces-ing with the artificial inCelligence  [AI] paradign. 
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ABSTRACT! 
Preference semantics IPS] is a set of forwal proctdureo for 
representing the meaning structure of natural language, with a vieu 
to embodying that structure within a system that can be said to 
understand, rather than within what 1 would call the "derivational 
paradigm", of transformational grammar [TGI and generative semantics 
IGS] , which seeks to determine the weil-formedness, or othirwiee, of 
sentences. I outline a system of prefersnce semantics that doe« this: 
for each phrase or clause of a complex sentence, the system bui'ds up 
a network of lexical trees with the aid of structured items called 
teaplates and, at the next level, it structures those networks with 
higher level items called paraplates and ccmmon-seriss inference 
rules. At each stage the system directs itself towards the correct 
network by always opting for the most "pemtntically dense" one it can 
construct. I suggest that this opting for the "greatesl ssaantic 
density" can be seen as an interpretation o'' Joos' "S^^nt'c 'Hxioffi 
Number 1". I argue that the analysis of quite simple examples 
requires the use of inductive rules of Inference which cannot, 
theoretically cannot, be accomodated within the derivational 
paradigm. I contrast this derivational paradigm of language 
processing with the artificial intelligence (Aii paradigm. 
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Introduct i on 

In this paper 1 uant to oppu&ö ä niethod ot eaiaantic analysis to the 
contemporary    paradigm. By     that     I     mean     the   transformational 
grammar [TGI-generative semantICB[GSJ one, rather than recent 
dtsve I opmente in modal iogic and set theory. It seems to me that 
attacking the claims of the latte- about natural language may be fun, 
but it is not a pressing taatter in the way th^t criticising GS is. 
For GS has gone so far in the right direction, towards a system for 
understanding natural language adequately, that perhaps with one more 
tiny tap the whole carapace of the "derivational paradigm" might 
burst. 

What I intend by that phrase is the picture of language impo'-ted into 
linguistics from proof theory by Chomsky, Both TG and GS claim to 
devote themselves to the production of bodies of rules that would 
perform repeated derivations, and so pass from some initial synbo! to 
an ultimate surface string, that Is to say a well- foraed sentence. 
The field of al! possible derivations with such a body of rules is 
taken to define the class of well-foraed sentences of the language In 
questions those that can be produced by derivation in that way are 
"well formed", those that cannot are not. This description Is not, 
in   its  essentials,   in dispute. 

I have ffrgued a I sewhere (Ul Iks 1971) that ther-g ^re good abstrct 
reasons for thinking that this sorting cannot, even in principle, be 
done: at least not if the ta>k is taken to be one of sorting the 
meaningful   sentences of  a   language   froa   the »eaninglÄss ones. The 
reason is simply that, givsn any disputed utterance, we could no* 
Know formally of it that It was not eei>ningful, because speakers have 
the ability to embed odd- looking utterances in storied so as to make 
them meaningful in the context of use. However, even if this 
gigantic sorting task could be dene, it has no connexion whatever 
with Lakoff's recently expressed {1372) desideratum for GS, as 
opposed to TG, thaf it should take "into account the faci that 
language is used by human beings to comsunicMe in a eociai context". 
And no generative linguist to my knowledge, whether of the TG or GS 
persuasion, has ever unanbiguously rejected Chomsky's original 
sorting-by-derivation as  the central   task of   linguistic   theory, In 
this paper I want to argue that there at least two sorts of example, 
quite simple exataples, that cannot be analysed adequately within the 
derivational paradigm. To do so, I describe a non-standard system of 
semantic analysis that can deal with such examples. I describe the 
system in 1 rouih and ready way, with nothing like an adequate 
justification, or mtMvation as the fashionable word is, of it» 
primlvive elements and assumptions. Linguists who dislike 
non-standard syst ms, and are prone to consider the« "urRot i vated" 
per se should skip immediately to the discussion section so 9» not to 
miss   the   substantive point  of   this paper. 
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Ai, outline rf preference senantics. 

A fragmentbd text is to be represented by an interlingual structure 
consisting of TEtlPLATES bound together by PARAPLATES and Coa»on 
Sense [ CS 1 INFERENCES. These three i tews consist of FORflULAS 
(and predicates and functions ranging over them and over 
sub-fcrmulas) , which in turn consist of ELEilENTS. 

ELEflENTS are sixty primitive semantic units used to express the 
semantic entities, states, qualities and actions about which humans 
speak and write. The elswents fall into five claseas, which can 
be illustrated as fo!lows(elements in upper case): 

(ä)ent i 11 
object), 
STATEttU 
FORCE (com 
PlOCichoo 
qua Ii ty), 
coniai ner 
aperture) 
or end), 
act i on), 

es:     HAN 
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pels), CAUSE 
sing), 8E(ex 
HOU(being a 

),   G000(b 
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LOCAdocat 

IN(containme 

(human being) 
of     things), 

tence),   BEAST 
(causes  to ha 
i sts)etc.       . 
type of  acti 

eing moral 
eases:   T0(d; 

Ion)     ,    SUBJ 
nt),   P0SS(pos 

,  STUFF(substances),   THING(physical 
FOLKIhuman    groups 

(animals),   etc. 
ppen),   FLOU(moving a 

(c) type   inriicaturs: 
on)   nts.       ,   (d)aort 
ly      acceptable), 
rection),     S0UR(sour 
(actor    f-r    agent), 
sesssd hy)   etc. 

ACTCacte), 
.   (blactfenti 
liquids do), 
KINCKbeing a 

es CONTfbeipqi a 
THRU(being 'an 
ce), GOAUgoql 
OBJEtpatitnt   of 

FORflULAS are constructed from elements a-id right and left brackets. 
They express the senses of English wordsfone formula to each sense. 
The formulas are tainarily bracketed lists of whatever depth is 
necsssary to express the word sense. They are wri ten and 
interpreted with, in each pair at whatever u<ve( it comes, a 
dependence of left side on corresponding right,ard thus 'ha right 
most element of the whole formula is its principal element , 
its HEAD. Formulas can be thought of, and written ojt, as 
trees of semantic primitives, anti In that for» they are not 
the   laxicai   decomposition   treos  of  Lakoff  »nu ."wC^wlsy. 

called 
binary 
unlike 
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Consider   the  action  "drink"   and   its  reiation   to   the   formulaior   oinary 
tree): 

(UANI SUBJ) (((FLOW        STUFF)0B.)E) ((«AN!       IN) ((lTH!S (*AN1        (THRU 
PART)))T0) (BE CAUSE))))) 

I 
! 

i 

I 
I 

I 

*AN! here is simply the name of a claee of «'«Rients , those 
expressing animate ■ntltit« namely, MAN, BEAST and FOLK(human 
groups), in order to keep a email usable list of semantic 
tilenents, and to avoid arbitrary extensions of the list, many notions 
are ceded by conventional sjb-formulas: so, for example, (FLOW STUFF) 
is used to indicate liquids , and (THRU PART) is used to indicate 
aptsr tures. 
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Just as elements arc to bs sxplained by seeing hou they functioned 
within formulas, so formula», one level higher, are to be explained 
by describing hou they function within TEMPLATES, the third kind of 
semantic itesi in the system. The notion of a teaplate i 3 
intended to correspond to an intuitive or.- of wessage : one not 
reducible merely to unstructured associations of word-senses. 

A template consist? of a network of formuias grounded on a basic 
actor-action-object triple of formulas. This basic fortauia triple 
is located during initial analys's in frames OT fomuMs, ore formula 
for each fragmsnt word in each frame, by means of a devic» called a 
bare template. A bare template is simply a triple of «lenents 
which are the heads of three forwulas in actor-act ion-object form. 



For     exampie: "Sffiall   men  «offietiwes   father  big  sons",   whe-i 
repreaented  by  a  string  of   fcrinulat,   wi M   give   th«   two     sequences     of 
heads: 

KIND MAN HOW r,AN KINO MAN 

and 

I 
I 

! 

! 

I 

KIND MAN HOU CAUSE  KINO riAN- 

(CAUSE is the head of the verbal sense of "father"} "to father" is 
analyzed as "to cause tc have life".   ) 

The first sequence has no underlying template; however, in the second 
we find (IAN CAUSE HAN which <• a legitimate bare template. Thus 
we have di sambiguated "father'', at the sase tim» as picking up a 

-•'snee of three formulas which is the core or the template for the 
sentence. It must be emphasised here that the template is the 
sequence of formulas, and not to be confused with the triple of 
eietnentslhead^? us^d to locate it. 

It is P hypothesis of this work that we can build up a finite but 
useful inventory ot bare templates adequate for tha analysis of 
ordinary ianguagesa litt of the Kess3ge3 that people want to convey 
at some fairly high leve' of genera!ity(for t9«plate matching IB not 
in any sense phrase-iR&tching at the surface isvei). The bare 
templates are an attempt to explicate a notion of a non-atomistic 
linguistic pattern:to be located whole in texts in the way that huraan 
beings appear to khsn they read or listen. 

Let HV avoid oil further qüejtions nf an^lysN in order to ii lustrate 
the central processes of expansion and prtferencs by consirtering the 
sentence : 

i 

111 "The big policeman interrogated the crook". 

Let us take the foNowing formulae for the four main ^ord senses: 

(U" pol iceraan": ((FOLK SOUR) ((((NQTÜ00D flANJüBJEJPICKMSUBJ HAN))) 

i. e. a person who se'.scU bad persons out of th& body of 
poop la(FOLK? The case marker SUBJ is the dependent 'n the last 
siement pair , indicating that the normal "to^ first" order for 
aubject-sntitiea in formulas has b^tn violated, and necessarily so if 
the head is also to b« ths last Hement in linear order. 

(Zrbig": ((»PHYSOB POSS) mUCH KINO)) 

i e. a    property    preferably    posaaesed    by 
phyEical   objects(substances aro net  big) 



(3) "interrogates": ((flAN SUBJ)l(f1AN OBJE) (TELL FORCE))) i. 
e.   forcing to tall something, done preferably by humans, to humans. 

(4a)"crook"! ((((N0TG00D ACT)0BJ£)D0)((SUBJ MAN)) 

i, B. a man who does bad acts. And we have to remeiDber 
here that we are ignoring other ••nisi of "crook" at the moment, such 
as the shepherd's 

(4b) crook:((((((THIS BEAST)OBJE)FORCE)(SUBJ flAN))P0SS)(LINE THING)) 

i.       e.      a  long straight 
controls a particula'- kind of animal. 

object pcsBessed by a man uho 

The analysis algorithm will have seen the sentence as a 
formulas,  one for each of its uords. and bill look only at 
of the formulas.     Clvtn that HAN FORCE HAN 
bare  templates,  then one «can of  '. frame 
formula (4a) for "crook"),  will  have picked 
formulas  labelled above i 3 4a, in that order 

frame  of 
the heada 

is in the in/entory of 
of formuiaa(rontaining 
up  the  sequence  of 

Again when a fraa« 
containing formula (4fc), the shepherds' sensa of "crook", is scanned 
, the sequence of formulas 1 3 4b will also be selected as a possible 
initial structure for the sentence, sines HAN FORCE THING is also  a 
nroper bare template spquer.c«. 
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and     so     that     becomes   the   tenplate   for   thia  sentencs, 
possible   template  was connected as   foilowss 

The oth?r 

and it is now discarded. 

Thus, the sub-formulas that express preferences bot h express the 
meanirg  of the corresponding word sense, and can al so be interpr« ted 
as i nip 1 i ci t procedures for the construction of corr ect  te^plat 89. 
This  preference  for  the greatest semantic dsn^i ty work.ä wel 1 , and 
can be seen as an exoression of uhst Joos(1971) ca 1 IS "semantic axiom 
number  1". that  the right meaning is the least meaning, or w hat 
Scriven(1972)8SI has called "the trick,  in meaning ana lysis, of 
creating redundancies  in  the input".  This unif orm principle works 
over  both the areas  that are conventionally die t ingui shed i n 
1i ngui st ics as syntax and semantics.  There is no such distinct ion in 
this system , since all manipulations art, of 'ormu las and tempiat es, 
constructed out of elements of a single type. 

As a simple example of linguistic syntax, done by preference »imply 
to illustrate the general principle, let us take the sentence : 

[21 "John gave Hary the book", 

onto which th<b matching routine wiN have matched two tempSatas with 
heads as follows, since it has no reason so far te prefer one to the 
others 

John gava Mary the book 

MAN-GIVE THING 

f1AN~G!VE-nAN .. . 

Ths gxp 
addi tio 
ttnpI at 
fxaande 
not air 
object 
)Agai n 
by the 
tempiat 
surface 
r e I a t i c 

ttt 
It hss been pointed out to M that QuiMian's work(13S8) does contain 
a preferential isetncand Dr. J. Hur f ord (pr i vat«! co«m. ) has to!d me 
that ha has been forced to BOM« pr-f^-ence principle in studying 
derivations of number structures fro* a linguistic base. 

ansion routine now seeks for d 
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e i tself. In the case of 
d by any substantive fortauia 
eady part of the template, (wh 
formulas can depend on th 

"book" is qualified by an <ärti 
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Where, for the present purpose, we are owitting any indication by 
arrow of the preference cf "give" for a hman agent, because it 
occurs equaliy in both exoanpiuna. Now, if we try to expand the 
second template by the same method, we fine' we cannot,  because  the 

for "give", 
wrongly  of 

foripula for "Mary" cannot be wade dependent on the one 
since in that template "flary" has already been seen, 
course, as a direct object of giving, and it car.not ba an indirect 
object 38 weM, So then, ths template with heads HAN TIVE MAN cannot 
be expanded to yield any dependency arcs connecting ^orifiulae to the 
tempi ates whereas the template yith heads flAN ÜIVE TH;'3 yields two 
dependency arcs on exnansion, and so corresponde to the preferred 
reprtsentation. This method can yield virtually all the results of 
3 conventional grammar, while using only relations between semantic 
e I ements. 

The limitation of the illustrative examples, so far, has been that 
they are the usual short example sentences, whereas what we actually 
have here Is 3 gener?! systeis for appiicaticn to paragraph iengtn 
texts« I will now sketch in, for two sorts of case, how the system 
deals with non-sentential text fragments with a general template 
format. 

In the actual implementation of the system, aa an analysia ^ysts», an 
input text is initialiu fragmented, and tempiatjs are matched with 
each fragment of the text. The input routine partitions paragraphs 
at the occurrence of any of an extensive list of KEY wordö. The 
list contains almost all punctuation »arke, subjunctions, 
conjunctions and prepositions. in difficult cases, described 
.in detail in {Ui Iks 1972;, fragmentations are wads even though.a key 
word is not present, as at the stroke in "John knowe/rtary loves hi*a", 
while in other cases a fragmentation is not «ade in the presence of a 
Key word, such as "that" in "John loves that woman". 

Let us consider the sentence "John is / in the house", fragmsnted 
into two parts at the point marked by the stroke, it should be clear 
that the three part template, of standard agent-act-acticn form, 
cannot be malched onto the fragment "John is ". In rurh a case, a 
degenerate tetsplale with heatJs HAN 8E DTHiS is matched onto the two 
items of this gentencejthe last item DTHIS being a dummy object, 
Indicated by the 0. 

With the setono fragmsnt "in the house" a duwmy subject 0TH?S fill» 
out the fop* to give a degenerate template with heads OTHIS PBE 
POINT. The PBE is the same as the head of the forwull for "in", 
since formulas for prspositiona sre assimilated to those for actions 
and have the head POO or P8£. The fact that Ihay originate in a 
prerjosltion  ie  indicated by Ih« P,  so di st ingu'uhing them frosn 



stra i gh t f oruiard action formulas with heads DO and BE. POINT is tha 
head of the formula for "house", so this bare tewpiate triple for the 
frggment only tells us that "go»*thing is at a point in spaca". At a 
later stage, after the preliminary asrigraent of template structures 
to individual fragruants, TIE routines attach the structurts for 
separated fragments back together. In that process the dummies ara 
tied back to their antecedents. So. in "John is in the house", the 
OTHIS in the HAN BE DTHIS template for the first fragment of the 
sentence, ties to the whole template for the second fragmsnt, 
expressing where John is. 

!t   is  very  important  to note  that a preference is  between 
al ternatives!if the only structure derivable does NOT satinfy  a 
declared preference . then it is accepted anyway. Only in tbfit way 
can we vleai naturally with metaphor. 

Sot in examples I ike t 

[3] "! heard an earthquake/singing /in the ehower" 

(with fragmentation as indicated by slashes), as contrasted (yi ven 
that the fragmentation program is iensitive to "ing" suffixes, with: 

[43 "! heard /an earthquake sing/in the shower" 

ws shall expect, in the first case, to derive the correct 
representation because of the preference of notions like singing for 
aniwate agents. mis is done by 8 simple extension of the density 
techniques discussed to relations between structures for different 
fraqwentslths TIE routines), in this case , by considering 
alternative connectivities for dummy parts of trtmplates. 

Thus, there will be a dummy subject snd object tgmplate for 
/singing/, namely DTHIS CAUSE DTHIS, bated on the formula 

"singing"« (UANI SUBJMiSIGN OBJEHUflAN 3UBJ)SENSE}CäUSE) )))) 

which is to say, 9n act by an aniwite agent of causing a human to 
experience some signli.  e.  the «song) 

Now the overall density will be greater when the agent DTHIS, in th« 
template for "singing", is tied to a formula for "1" in c preceding 
templattr, than when it is tied to one for "ea'-thquake", since only 
the former satisfies the preference for an animate agent, and so the 
correct interpretation of the uhoie utterance is mads. 

But, and here we come to tho point üf this example, in the second 
sentence, with "sing", no such exercise of preference ie possible, 
and the system must accept an interpretation ir, whicii the earthquake 
singe, *ince only that can be mear.t. 
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Other kinds of preference are of objects for certain preferred 
func . .in«! ; thus it is exprggsed in the fcrBuls for boos J.hat its 
preferred function ia to be -ead^ Alsti, adjective qualifiers 
express preferred kinds of entity to qualify. Thus "big" has a 
formula expressing a preference for qualifying objects, and so in the 
expansion of a representation for "The big glase iö gteen" Me would 
get a denser, and so preferred, structure for the object , rathgr 
than for the substance, glass. 
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An  ordered  MFJ  of psrapla + es  is attached to EngMsh key words. 
Consider the following three schesatic paraplates for "in"! 
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French prepositions, to be generated when the corresponding paraplate 
"fits". The genera^ -esult after a paraplati has fitted is that two 
leapiates have been linked by a correct caea tie : the case that is hm 
arpument of the "result predicate' PRCASE. 

No  ^cnsider the sentence 

I 
I 
i 

I 

(41 ■' I put the key /   in the lock" 

, fragmented at the stroke as shown. 
tempi atet have been set up for the sec 
a fas tener. and one for the ra i sing !o 
may be  expected to refer tc the con 
first paraplate and find that it fits 
correct  (fastener) sense of "lock". 
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(5] "He put the number / in the table 
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I 

Conversely, in the case of 

t6] "He put the list / in the table" 

, fitting the correct tewplate '-äith the 8«cond paraplate w II yield 
"into" sense of "in" (case OlRECTiON) and the physical object sense 
cf ''tab i e" i and this will be the preferred reading, since the fit (of 
the incorrect temp I ate)with the third paraplate yields the "aake part 
of a list" reading in this case. Here we see the fitting of 
paraplates. and choosing the densept prefertntial fit, which ie 
aluays selecting the highest paraplate on the Mftt that fits , thus 
determining both word sense anbiguity anc the case ambiguity of 
prepositions at once.  Paraplate fitting «takes uee of  the deeper 
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nested parts (essentially the case relations other than SUBJ and 
OBJE) of the focfflulae than does the teisplate «atching. 

The TIE routines aiso deal with slaple cases of anaphora on a sisnple 
preference basis.    in cases such ae 

[7] "! bought the uine. /sat on a rccN/ar.d drank it" 

, it is easy to see that the last word should be tied by TIE to 
"uine" and not "rock". This satter is settled by dsnsity after 
considering alternativ® ties for "it", and seeing which yields the 
denser representation overall. !t wiM be "wine" in this case 
since "drink" prefers a liquid object, 

in more complex cases of anaphora, that require access to more 
information than is contained in forsiulas, templates or paraplates, 
this system brings down what I referred to earlier as corawon-senee 
ICG] inference rules. Cases that require thtss will be ones like the 
sentence ! 

[83 "The soldiers fired at the weiaen and I saw several of the« fa I I" 

Siaple semantic density considerations in IE are inadequate here 
because both soldiers and women can fall eque.ly easily, yet making 
the choice correctly is vital for a task like translation because the 
two alternatives 'ead to riiffertntly gendered pronouns in French. 
In such esses -he PS systeR applies a CS rule, whose form , using 
variables and sub-forsulas, would be X{((NOTPLEASE (LIFE 
STATE) )OBJE)SENSE) •* XCNOTUP HOVE). For rough exDos-tory purposes 
such a rule is probably better expressed as X [hur t]-*X{f al 13 , where 
the words in square parentheses correspond inforaaMy to the 
subfirmulas in the rule. The rules are applied to "extractions" from 
the situations to for« chains, and a rt'le only ultiaately applies if 
it can function in the shortest aost-preferred, chain. 

The way the C3 inferences work is roughly as follows!they are called 
in at present oniy when TIE is unable to resolve outstanding 
an?ohoras, ae in the present txasple, Ä process of extraction is 
then dene and it ia to thase extractions, and the relevant templates, 
that vht CS rules iubsequentfy apply. The sxtractlons are 
quasi-iAferences frs* the d«ep case structure of forauias. So for 
exafflple, if we were extracting fros the tesplate for "John drank the 
wMer", unpicking the foraula 'or •uiittr11 givjn «ariitr would extract 
tna* seife liquid was now Inside an enisate thing{froH the crntainscnt 
ease*, and that it went in through ar aperture cf the a.iisatu 
thirgHroü th« directic-na! case? , flcreover, since the extractions 
are partially confirsed, as It were, by the Infor-Katien about actor 
and objecl In the surrounding ttsp.'ett, w« efn, by giBple tying of 
varltDtts, extract new quasi -tesiplat^s equivalent to, ii"1 ordinär1« 
language, "the water If In John* etc. These ir^whtn M coded 
for«) the extractiont to which the Cl> rules apply as It endeavora to 
build up a chain cf txtraetions and Inference«.    The pr«»trrad 
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chain will, unaurprisingly, be the shortest. 

So then, in the "uowen ant soldiers" exawj- a we extract 'i coded form, 
by variable tying in the terapiatss, equivalent to [women] thurt], 
since we can tell from the formula for 'fired at" that it ;^ intended 
to hurt the object of the action. Ue are seeking for partial 
confirmation of the assertion X? [fail], and such a chain is 
completed by the rule given, though not by a rule equivalent to, eay, 
X [hurtl-»X [die] , since there it nothing in the sentence cs given to 
partially confirm that rule in 3 chain, and cauee it to fit here. 
Since u» art In fact dealing with subfomulae in the statement of the 
ruies, '-ather than words, Mitting" means an "adequate matrh of 
subformuI as". 

I 

It is conceivable that there would be an, i JBH ' ^usiole, chain of ruiee 
and extractions giving the other r«8ult, nameiJ that the soldiers 
fall! [soldiers] [fire] jXtf ire! •» X[fired3t) ■» X[hurt] etc. But such 
a chain would be longer thsn ih>i one already -onstructed and would 
not be preferred. 
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[9] "In order to construct an object, it usually takes a series of 
drawings to describe it" 

whert1, to fix ths second "It" as "object" and not "ser ies" (though 
both yield equivalent semantic densities on expansion) we need 3 C5 
inference rule in the saise forsat that c^n be inforasliy exor^sart 39 
"an instrusent of an action is not also an object 0* i *.", Tha 
point of such rules is that they do not apply at a lexical level like 
f-impie tactsfard no becons an uni^anageabie totality), but to higher 
level items like sesantic formulas and cases. Moreover, their 
"fitting* in any particular rase is aluays a "fitting bettar than" 
other applicable rules, and so is a further extension of the uniforn 
principle of inference by density. 

D i SCU89 ion 

Two coints about the ganeral procedures 1 have described are of some 
topical theoretical importance, riritly. the notion uf preferring a 
sewantic network with the greatest poscible sewantic density is a 
natural way of dealing not only with normal semantic disambiguation, 
like the "policeman" example [11 above, but with metaphor. For 
examplp, if Me know from the lexical tree for "drink" that, as an 
action, it prefers human actors, then, in any given context in which 
a human actor is available, it will be preferred to any non-human 
actor , since its presence creates a dependency link and increases 
the semantic density of that context.  So, in 

[183 "The crook drank a glass of water" 

it would correctly opt for the human and discard the shepherd's staff 
sense of "crook".  Yet in the case of 

[ID "fly csr drinks gasoline " 

it would accept the automobile sense, since no animate actor is 
available to be preferred. This all seems obvious and natural, but 
is in fict very hard to accomodate within the derlvationa! paradigm 
Of TG and GS, wherp there must either be a st ipulat ionat rule 
requiring, say, animate actors for drinkingHn which case (10) ie 
rejected, although perfectly corrÄct1, or there is a ruie Mhich 
permits both [10] ande[lll to be "derived" , In which case it ie hard 
to see how g structure involving a ehaphe'-d'e staff ie to be excluded 
(at it properly should be). PS cannot formally be accoaodated 
within the conventional derivational paradigm because it Ie 
equivalent to running another derivation with a different set of 
rules (after dropping « stipulfltion «bout actors for "drink" in thle 
eise )Yet it makes no real sense sense in the convention»! paradig« 
to talk of re-running a derivation after an unsatisfactory result. 

U 



A second lacuna in the derivational paradigm is the lack of a natural 
way ot dealing i^ith what one sight call Knowledge of the real uorld, 
of the sort required for the anaiysis of t83 above. Lakoff(1371) 
seems to think that such cases ars to be dealt with, within the 
derivational paradigffi, by calling such aseumptions as are required 
"preeuppositions" and using a conventional first order deductive 
apparatus on them. The question I uant to discuss briefly is whether 
such apparatus can be fitted into the derivational paradigir. 

The new development in linguistic theory that CS brought, it will be 
remembered, can be expressed in Lakoff'sU972) c'ain th3t "the rulss 
relating logical foria to surface for» are exactly the rulef. of 
grafiwar". In order to Rakt' My most genera! point below, let tne 
d'gree») briefly upon the last quotatict. ind surasar i ss the results of 
Jetaileo argument estaHished el »ewhera i'-i I ks lS72b). The difficulty 
in discussing the quoted claiffi hinge": upon what exactly "relate" in 
that sentence is to be taken to sean. 

With GS, as wivh all such theses, there are tu" ways of looking at 
thews one is i,o take the words JS meaning what they appear to tneans 
the other is to ässuffi» that they mean soaething quite different. The 
first approach gives us what I ehal! caM the TRANSLATION view or the 
CONSEQUENCE view tepending on how we take the word VslaU" in that 
last quotation. The second approach wou!d give what I could 
call the RENAniNC view. By thai I mean that when Lakoff 
spsfiks i.f !o^:ca! for« he doasn't psan that in any standard sense, 
but as eose linguistic structure, either faailiar or of his own 
devising. !n either -^ase, on the renasing view, GS would not really 
be ABOUT logic at all, and disputes about it would ce wholly an 
internal ssatter for linguistics. Mt.tn Choasky (1371) and 
Katz{197i} write of GS as "notational variant" of ChoBsky's work they 
ars taking the ren^Bing view. 

The consequence .ieu is the sost obvious possibility, naBeiy tha* the 
"relates" is by Inference, valid or otherwisa, and tnai th^ well 
fortnsdness of sentences is settled by whethtr or not they can be 
inferred from logical forms. Much of the  evidence  for  the 
assumptten that this is Lakoff's view is circusstantia I , but it is 
rainforced by his introduction o* rules of inference with "It is 
clear that thers is «Dre to rtpr«e«nting seanings than simply 
providing In^::3»! f?r»s of sentsnce»" (1S72. p. S8S). That 
quotation seems to rule out the translation view.' that logical 
for«« are the meaning , or "bat-kbone", of sentences and can tie 
related' to thes? by msrn rules of translation. The translation 
view also becomes less plausible when one reaesbers how »ucn of 
Lakoff's discussion of these aattera is about inference s i* GS wers 
reaiiy about translation into logical forndwhich say be equivalent to 
the " trangformat ions pres^fve Mining" view, (see Par tea 1971) then 
:nference would have r.o place at 4l! in a discussion 0* natural 
logic. So then, tha conser-snce view aust be Lakoff's view if 
he has a firm view. Three c ear and siapls contldergtions tell 

against itj 
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(i) There is just no clear notion available of inference going from 
logical forins to sentencea. Rules that cross  the  logical 
form-sentence boundary are rules of translation. 

(2) There is the problem of "-ev^-se direction" : how could one, ev«n 
in principle, analyse sentences with reverse Inference rules to 
produce logical forws. Riverain" infer^ics rules is to produce 
falsehood, as in "if this ib not colored th«in it is not red"Wh3t 
poeelble interpretation could ue attich to fuch a procbdure in the 
context of GS? It is true that the relation of a sentence to its 
presuppositions has the required Birfc.entiai direction", but nc one 
has evei- seriously suggested that the prewisses required for the 
solution of examples Mf.s aentence 18] uiil in gensrai be 
presupposi t'ons, in any sense of that over-worked word. In the case 
of IS], it is clear that the information required for its tsolution is 
NOT presuppositionai. 

(3) Any "const^uence interpretation" of GS will find itself Committee' 
to the view that logical falsehoods are iil-fo;rBed in some sense, and 
eo should net be generated by a proper linguistic system. This will 
load to difficulties w'1 th apparently well forr<;d sentences that might 
we I ' be held to express implicit logical falsehoods, such 391 

112]   1 have just proved arithmetic complete 

An immediate result at this poi ■'t in the argument is that , öive't the 
consequence interpetation of GS , a GS system could never be used as 
an analysis system, and «0 could surely never function so as to take 
account of "social context" in the way Lakoff would like. At the 
very ieaet it requires some more 'lolanation as to how that c?~ be 
done with a system that is, in principle, non-anaiytic. 

fly principal critical point is that the inductive infrences that 
analysis of examples like [SJ requires *<tnnot be incorporate-d into 
the derivationai paradigm on the conssquencs Jn*¥-;-prgtation. The use 
of inductive premises is not like the uss of ertsiisenta, yh^re jf 
something is true then something else must be. If iciductive premises 
or inferential rule» are inserted into a derivational system than 
that system simply must sake stiistakaa soaetimes And 30 ii must 
mie-analyse or, within the generfltive task, it must miseort 
gienfences, it o'iy makes sense to use such inferences within a 
sysl'm *hat ie -^Dable, ' n principle, of finding out It has gone 
wrong and tri, ig again. Such systaa-? have bsen developed within 
what may be cr d the "artificial intel Ugence" CAH approach to 
language pr mossing. T^sy cannot b* TC «: GS systems, where the 
derivation simply runs and that i 3 th«**. 

The weaker way out of this dMemRti for GS would be to save the 
derivational paradig»' and give up a consequence interpretation. The 
latter could be achievsd either by accepting the "renaming view'', 
which would be aost unpalatable I suspect, or by accepting a weaker 
interpretation of the infarance rules like that adopted by PS.   That 
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is, so to interpret the rules of infsr^nca as to remain uholty uithin 
what Carnap called the 'formal mode'. As ! dasc-ibed them, C3 rules 
equivalent to "hurt things tend to fall" are fitted on by preference, 
but are never interpreted as nuiiung truth claims about the future 
course of the ohysical world. They 3ra merely used to make claims 
about Mhat a sentence asserts, not about the course of evgnts, or 
about  what the speaker ireant.  So, the succeeaful application of the 
quoted CG rule to [8] a 
that   the  women  feIl 
i mmed i ate 1y u i th 

ows us to i'nftr that 
Howev&r, the 

the speaker  asserted 
speaker  foiloued  [8] 

[13]"And after ten minutos hardiy a soldier was left standing as 
gas drifteo touard them across the marsheo" 

the 

then ws may say that the speaker has laerely contradicted himself in 
gome weak sense. And, on this hypothetical approach, one might 
decline to ana'yse adequately utterances wi th de I .--contradi et i ons. 
And, if point (3) above is correct, then GS sust already decline 
their  analysis,  since  they are ^iii-fcrmed", 90 this axlrd  proviso 

The advantage of this form of 
would be that i", keep; linguistics 
morass  o*  probability  and  inductive 

should  cause 
interpretat ion 
se i f-containtd 
logic. 

no  problems. 
of   rules 

and out of the 

However, reconsideration of ««amp'js like [10] 4 111) shows that the 
elaborate comproiri i se just escribed ts net possible and that one must 
adopt the stronger appro? or, to change the metaphor, see that the 
doo!- ha» been open o%hipa e all the time, and simply give up the 
derivations! paradigm in favour of an a Intel I i gisn t " meta-sys tem. 
This is espen'Jal for examplst like the "c*r drir.Ks gasoline" case 
above, whose analysis rfrouires some process equivalent to running the 
derivation again with different rul««—and hence some rseta system 
5vaHth!a to administor such a rerunning. And PS, is I believe, an 
eco^-opical way of describing such a system. 

Thara snruid be nothing vt.. y ravo I ut i onary 
derivatijnai  paradigm be quietly abandoned 
some titua b»»n  inconsistent 
ganarat'va 'inguiels, „....-. .. 
and interesting example sentences 
JetcHed de-e s opm^nt  Ctf  this 
generate a sentonc«. In 3 recent paper . . J .„u. <, • .w... 
have been qiestion'mg, fron a very different starting 
general description «* their activities that  ■«'*■"•■• 
inherited without quattion« 

euggg»t!ng  that  the 
Its accept« cs has for 

with  the real  everyday ractice  of 
which is to do inforiii6l analyse? jf difficult 

{eee Schänk 4 Uliks .973.  for  a 
point).end htrdly sv  to derive or 

! lisorefl972)  to", seeme  to 
point, the »oet 
I ingui ste  have modürn 

If the sironger k.^proach is to give up the derivational paradigm and 
adopt the AI one (whsre ! am using that term very loosely to cover 
any fornsal approach to language H, ocessng that adsits of wholly 
extra-derivational pr c';edurst), then the question a-issa as to 
whether the deducf.vs procsdursi that Likuff nowdS?!) vinvi sages as 
part of ilnQuisties can and shculd be retained. There uou!d  clearly 
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no ionger be the Darriers to the uee of deductive procsseee that 
existed uithin the derivational paradigis. Would there be othors? 

I thinK there ate «everal very general difficultlas about the use of 
a deductive eystem for assigning etructure to natural language, and 
some of these have emerged elready within the Ai paradigm, and are 
worthy of attention by generative linguists. On« difficulty concerns 
the theoretical problem of specifying firs procedures that would 
allow any particular dsductivs aolution to be carried through. Here I 
rsfer to the enorirous probleae of search and strategy within domains 
of theorems. These are very large probleas that cannot be diecuss'jd 
here, A epaller but persistent on« can b« iliuetrated agai i with 
regard to sentences 18] S [121. 

in the Ai paradigm, unlike the derivational one, syetem analysing 
IS] would have the opportunity to reconsider its solution (that tne 
women fell) on encountering [133 in soffle social context. What one 
might call the "st^r.^srJ A! approach" (for «xamp I «,1^ i nograd 13721 
explains its movas at thia point roughly as followssif we analyse IB) 
with the aid o' the Inductive genera Iizaticn, and later inforfflation 
shows us that the inference was faise(i.e. we encounter some *orB of 
contradiction), we will simply retrace our steps to some eaHie, 
success point in the prcedure and try again yith the new inforraation. 

The persistent trouble with this sort of answerCand there is no 
better one) is that there is no general test of logical consistency 
available, even in principle, and it is too much tc hope that a text 
would correct our misinferences isnediatsly, by »«King the interposed 
sentence between (8) and [13] "But it was not lha woeien who fell''. 

j Paradoxically,  it  is  this sort of deductiye approach that Lakoff 
j seews to be embracing  in  (Lakoff  1971)  wltfrnu*  seehig  that  it 

requires not only the wider Al paradigm but confiattncy heurisitics as 
well.   It may be worth poiiUing out  that,  even  if  this.'' strong 

? deductive A! approach were to hav» adequüte Ciinsi stency heuristics , 
it would sti!! be inadequatfe a* a Tatural  lanjuag« analyeer.   For 
example,  ons of its assumptions is that speaktr« always use correct 

- logic  in  their  utterances.   But  consider  >lha  following  eilly 
1 chi idren'& story: 

[14] "I have a nice dog and a sliisy snake. ily dog hae white furry 
ears. All aniMals have ears but my snaks has na ears, «c it is a 
namnial too.   I call it Horace,  " 

Since the stor;« contains a logical error, any deductive v'nalyssr for 
solving anaphora problems »ust conclude that it is the dog that is 
caiied Horace, since that only thdt conclusicn is consistent with 
what It Already Snow». Whereas any reader dim «e« th«t Horac« is a 
snake. 
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